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Science	Traceability	Matrix	(STM)
Scientific	Measurement	Requirements Instrument

Science	
Goals

Science	
Objectives

Model
Parameters

Physical	
Parameters

Observables Instrument	Functional	
Requirements

Projected	
Performance

Mission	Functional	
Requirements	
(Top	Level)

Explore	how	the	universe	
evolved	(magnetic	fields)

Connect	the	small	scale	fields	in	
SFR	to	the	Galactic	magnetic	
field

Magnetic	field	maps	of	
molecular	clouds

Linear	polarization	at	
frequencies	>	300GHz	over	
the	entire	sky

Angular	resolution	<	1	arcmin

Explore	how	the	universe	
evolved	(magnetic	fields)

Test	models	of	galactic	magnetic	
fields	in	a	statistically	significant	
sample	of	external	galaxies

Magnetic	field	maps	of	
nearby	external	galaxies

Linear	polarization	at	
frequencies	>	300GHz	over	
the	entire	sky

Angular	resolution	<	1	arcmin

Explore	how	the	universe	
evolved	(magnetic	fields)

Test	models	of	the	magnetic	
field	turbulence in	the	diffuse	
ISM

Magnetic	field	maps	of	the	
diffuse	ISM

Linear	polarization	at	
frequencies	>	300GHz	over	
the	entire	sky

Sensitivity:	A_v <0.1(need	to	
convert	to	Jy/sr)

Explore	how	the	universe	
evolved	(magnetic	fields)

Test	grain	alignment	models,	
specifically	RAT	alignment	
theory.

Polarization	spectra Linear	polarization	at	many	
frequencies	>	300GHz	over	
the	entire	sky

Combination	of	number	of	bands	
and	angular	resolution?

-Part	of	the	final	report
-Also	being	used	to	determine	instrument	trades



Sensitivities	for	the	designs	under	consideration

f	(GHz) FWHM uK uK	arcmin	 Jy/sr	 uJy/beam
(arcmin)

25 34.1 0.97 33 18.29 112.45
30 28.4 0.79 22.4 21.31 90.9
36 23.7 0.63 15 24.37 72.4
43 19.7 0.46 9.1 25.02 51.36
52 16.4 0.43 7 33.08 47.06
62 13.7 0.36 5 39.07 38.78
75 11.4 0.35 4 52.55 36.11
90 9.5 0.34 3.2 68.29 32.59

107 7.9 0.37 2.9 96.87 31.97
129 6.6 0.41 2.7 138.43 31.89
155 5.5 0.47 2.6 194.19 31.07
186 4.6 0.78 3.6 364.51 40.79
223 3.8 1.39 5.3 674.11 51.48
267 3.2 2.81 9 1259.99 68.23
321 2.7 5.93 16 2119.58 81.72
385 2.2 14.55 32 3472.44 88.88
462 1.8 41.67 75 5308.23 90.96
555 1.5 146.67 220 7565.15 90.02
666 1.3 846.15 1100 12820.87 114.59
799 1.1 9090.91 10000 27444.06 175.62

EPIC,	30K

f	(GHz) FHWM uK	 uK	arcmin	 Jy/sr	 uJy/beam
(arcmin)

25 95.2 0.14 13.39 2.66 127.46
30 89.2 0.19 16.61 5.03 211.77
36 74.4 0.13 9.8 5.07 148.61
43 76.5 0.18 13.74 9.82 303.69
52 63.6 0.13 8.16 9.87 211.15
62 38.3 0.17 6.33 17.8 137.89
75 31.9 0.17 5.58 25.95 139.61
90 29.9 0.16 4.79 32.26 152.61

108 24.9 0.17 4.31 45.88 150.83
129 25.6 0.17 4.31 56.98 197.13
155 21.3 0.19 4.03 77.44 186.32
186 12.8 0.32 4.06 147.51 128.15
223 10.7 0.48 5.17 234.17 141.27
268 10.0 0.42 4.17 186.04 98.74
321 8.3 0.72 6.02 258.13 95.12
385 8.6 0.8 6.86 191.07 74.11
462 7.1 1.75 12.5 222.7 60
555 4.3 12.71 54.54 657.5 64.06
666 3.6 41.96 150.09 638.77 43.22
799 3.0 159.38 475.06 482.96 22.69

Small	mirror,	4K



We	have	also	been	asked	to	consider	the	
effects	of:
• Resolution	Trade-offs:
• 2x	better	resolution
• 2x	worse	resolution

• Sensitivity	Trade-offs:
• 2x	better	sensitivity
• 2x	worse	sensitivity
• 4x	worse	sensitivity

• Frequency	Coverage	Trade	offs:
• 555	GHz	maximum	frequency	(detector	technology	changes	for	f	>	600	GHz)



Magnetic	Fields	in	Star	Formation	Sensitivity	
Goal:	resolve	the	HI	to	H2 transition

• Base	sensitivity	estimates	on	Polaris	Flare	Cloud
• Intensity	of	diffuse	emission	(AV <	1)	at	500	microns:	~5	MJy/Sr.
• To	resolve	the	HI	to	H2	transition	we	want	a	3-sigma	detection	
of	2%	polarized	dust.

• Assume	Td =	14.3,	β	=	2	and	scale	5	MJy/Sr to	PiCO bands	(Iref)

A&A 518, L104 (2010)
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Fig. 1. SPIRE 250 µm map of the Polaris flare. Units are in MJy sr−1. The zero level was set by correlation with the IRAS/IRIS 100 µm data.

the restoration of diffuse emission. The SPIRE data were pro-
cessed with HIPE (version 2.0) applying standard corrections
for instrumental effects and glitches. The 1/ f noise component
was removed using the “temperature drift correction” module,
and naive maps were computed.

This map reveals for the first time the structure of the dif-
fuse interstellar medium on scales ranging from 0.01 to 8 pc.
Compared to the previous vision of the diffuse interstellar
medium given by lower resolution observations (e.g. IRAS)
these observations reveal a structure with strong contrast at small
scales. Numerous small scale clumps are seen in the map even
in the most diffuse regions (see examples in the Appendix). This
high-resolution view of the diffuse ISM also reveals its highly fil-
amentary structure with narrow threads of matter following the
larger scale organisation. These observations bring new insights
into the small scale structure of the ISM, and they will certainly
help understand the physical processes dominating the dynami-
cal evolution of matter towards the formation of stars. This task
is obviously beyond the scope of the present paper.

3. Comparison with IRAS 100 µm: check of diffuse
emission restoration and dust spectrum

The estimate of the power spectrum of the interstellar medium
emission can only be done with observations that restore the
power observed at all scales. This implies a great control of

instrumental effects that could affect the baseline (additive ef-
fect) or the gain (multiplicative effect) of the detectors over the
whole period of the observations. In order to assess the quality of
the diffuse emission restoration by SPIRE over such a large field
we made a comparison over the whole field with the 100 µm
IRAS (IRIS) data (Miville-Deschênes & Lagache 2005) which
are known to have a good description of the interstellar emission
at all scales1. The main limitation of this exercise is the differ-
ence in wavelength between SPIRE and IRAS, but even though
local variations of the dust emission spectrum are expected, the
fact that both datasets are dominated by the emission from the
big grain population is instructive.

We performed the following linear regression fit: S (λ) =
G × S (100) + S 0, where S (100) is the 100 µm IRAS/IRIS map
from which the average value of the cosmic infrared background
at 100 µm (0.7 MJy/sr – Miville-Deschênes et al. 2007) was re-
moved, and S (λ) is the SPIRE map at wavelength λ, convolved
to the IRAS resolution (4.3 arcmin) and projected onto the na-
tive 1.5′ grid of IRAS. The regression coefficients G and off-
sets S 0 found at each SPIRE wavelength are given in Table 1.
Even though the correlations are good (correlation of 0.85),
there is significant variation around the linear fit. Looking at

1 In IRIS the variation with scale of the IRAS detectors gain was cor-
rected and the emission at scales larger than 30′ was made consistent
with DIRBE, which was designed for full control on systematic effects.

Page 2 of 8

High	Latitude	Cirrus	Cloud,	distance	~150	pc

SPIRE	250	
(16’’	FWHM)

Miville-Deschênes et al. 
2010

M.-A. Miville-Deschênes et al.: Herschel-SPIRE observations of the Polaris flare
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Fig. 2. Average big dust emission spectrum in the Polaris flare as de-
termined by correlation of the SPIRE and 100 µm data over the whole
field. In this plot the correlation coefficients (G in Table 1) were scaled
to the average 100 µm brightness in the SPIRE field. The fit of the big
grain emission spectrum gives Td = 14.5 ± 1.6 and β = 2.3 ± 0.6.

the difference map (i.e. S (λ) −G × S (100)) localized variations
are seen, which reflect expected modifications of the dust emis-
sion spectrum. These small and intermediate scale variations sit
on a fainter large scale structure uncorrelated with the emission
and therefore probably unrelated to variations of dust properties.
This residual, which is less than 10% of the large scale emission
fluctuations, could be attributed to residual imperfections in the
data processing.

The factors G obtained for the SPIRE-IRAS correlation can
be used to estimate the average dust emission spectrum in the
field. The fit of a grey body2 to the IRAS-SPIRE correlation co-
efficient shown in Fig. 2 gives Td = 14.5± 1.6 and β = 2.3± 0.6,
in agreement with what was measured by Bernard et al. (1999)
using PRONAOS and ISOPHOT data on a 30′ × 6′ region in
the brightest part of the Polaris flare (Td = 13.0 ± 0.8 and
β = 2.2 ± 0.3). This provides a first order sanity check of the
quality of the SPIRE gain calibration. In addition, looking at
(S (λ)− S 0)/S (100), we find no systematic correlation of G with
intensity which agrees with the fact that the SPIRE diffuse emis-
sion calibration is not scale-dependent at scales larger than the
IRAS beam.

4. Power spectrum analysis

The power spectrum of the 250 µm map of the Polaris flare, con-
verted to Jy2/sr is shown in Fig. 3. The black dots in the bottom
plot show the power spectrum computed on a 2.8◦ × 3.1◦ area of
the map where all data points are defined and from which bright
point sources were removed. An apodization factor of 0.97 was
applied prior to the Fourier Transform (Miville-Deschênes et al.
2002).

The power spectrum is typical of infrared emission of high
Galactic latitude fields with a power-law type spectrum con-
volved by the instrument transfer function (φ), and a flat noise
part (N) at high k. The power spectrum is modeled accordingly :
P(k) = φ(k)Psky(k) + N(k). The white noise term stands out very
clearly in all power spectra. Its level is estimated as the average
of P(k) for 0.75kmax < k < kmax, where kmax is the maximum k
available (i.e. twice the pixel size – see Table 1). At each SPIRE
wavelength this corresponds to scales smaller than the beam size
where the noise dominates. The recovered noise levels are given
in Table 1. They are comparable with the expected sensitivity for
two repeats.

2 Iν ∝ Bν(Td)ν−β, where Td and β are the big grain temperature and
emissivity index, and Bν is the Planck function.
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Fig. 3. Power spectrum of the SPIRE 250 µm map of the Polaris flare.
Bottom: the black dots are the raw power spectrum (computed with an
apodization of 0.97). The horizontal black line is the white noise level
estimate. Blue dots are the power spectrum noise removed and divided
by the psf estimated on Neptune observations. The green horizontal line
and the dashed line are the source and interstellar components estimated
from the blue dots power spectrum respectively, on scales 0.025 < k <
2 arcmin−1. Top: the green dots are the power spectrum of the interstellar
component (i.e. corrected for noise, psf and sources) multiplied by k2.65.
The red dots are the power spectrum of the IRAS/IRIS 100 µm emission
in a 12◦ ×12◦ region centered on the SPIRE field. The dashed line is the
same as in the bottom figure.

The dark blue dots in Fig. 3 show the power spectrum of the
250 µm map, noise removed and divided by the transfer function
φ(k) estimated using the official SPIRE beam profiles obtained
on observations of Neptune. We emphasize here that the SPIRE
beam shapes cannot be approximated by a Gaussian for the level
of precision needed in this power spectrum analysis. Not taking
into account the secondary lobes of the transfer function with a
Gaussian would produce an artificial break in the power spec-
trum at scales of 0.1–0.2 arcmin−1 with a steepening of the slope
at small scales.

Once corrected for noise and φ(k) the power spectrum shows
a rather straight power law with a slight flattening at wavenum-
bers larger than 1 arcmin−1, typical of a white component due to
point sources and the unresolved cosmic infrared background
(CIB) Poissonian fluctuations. To extract the interstellar con-
tribution to the power spectrum we fitted the dark blue curve
with Psky(k) = AISMkγ + P0, where P0 is the white level due
to point sources and the CIB. The fit was done on scales be-
tween k = 0.025 arcmin−1, to exclude the largest scales where
the IRIS-SPIRE comparison showed significant differences, and
about twice the FWHM (2.0, 1.2 and 0.86 arcmin−1 at 250, 350
and 500 µm respectively) to exclude scales contaminated by
residual noise. The recovered γ and P0 are given in Table 1. The
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I250~20	MJy/Sr
I500~5	MJy/Sr

Td =	14.3	± 1.6	
β	=	2.3	± 0.6	

Freq lamda sig_I	(EPIC)
sig_I (PICO	
small) I_ref

p_min	
(EPIC)

p_min	
(PICOsm)

[GHz] [microns] [MJy/Sr] [MJy/Sr] [MJy/Sr] (3-sigma) (3-sigma)
107 2803.7 0.00010 0.00005 0.0083 7.0% 3.3%
129 2325.6 0.00014 0.00006 0.0178 4.7% 1.9%
155 1935.5 0.00019 0.00008 0.0373 3.1% 1.2%
186 1612.9 0.00036 0.00015 0.0770 2.8% 1.1%
223 1345.3 0.00067 0.00023 0.1566 2.6% 0.9%
267 1123.6 0.00126 0.00019 0.3117 2.4% 0.4%
321 934.6 0.00212 0.00026 0.6178 2.1% 0.3%
385 779.2 0.00347 0.00019 1.1839 1.8% 0.1%
462 649.4 0.00531 0.00022 2.2035 1.4% 0.1%
555 540.5 0.00757 0.00066 3.9560 1.1% 0.1%
666 450.5 0.01282 0.00064 6.7335 1.1% 0.1%
799 375.5 0.02744 0.00048 10.7565 1.5% 0.0%



Goal	#2:	Resolve	Magnetic	Fields	in	Cores	and	Filaments	
in	a	Large	Sample	of	nearby	Molecular	Clouds
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899	GHz	
resolution	EPIC

899	GHz	resolution	
PICO	small

(core	
scale)
(filament	
scale)

Assumed	Beam	FWHM	
[arcmin] 0.5 1 2 3
Molecular	Clouds distance	(pc) Res	[pc]	 Res	[pc] Res	[pc] Res	[pc]
Taurus 140 0.020 0.041 0.081 0.122
Perseus 300 0.044 0.087 0.175 0.262
Chameleon 160 0.023 0.047 0.093 0.140
Lupus 155 0.023 0.045 0.090 0.135
Ophiuchus 140 0.020 0.041 0.081 0.122
Orion 450 0.065 0.131 0.262 0.393
Aquila 260 0.038 0.076 0.151 0.227
Musca 160 0.023 0.047 0.093 0.140
Pipe 150 0.022 0.044 0.087 0.131
Corona	Australis 170 0.025 0.049 0.099 0.148
Cepheus 440 0.064 0.128 0.256 0.384
Coalsack 150 0.022 0.044 0.087 0.131
Vela 700 0.102 0.204 0.407 0.611

Cores	
(0.05pc)

Filament Widths
(0.1pc)

Cloud Substructure
(1pc)

(1	arcmin	FWHM)
EPIC	30K	design

8 nearby	MCs 10	nearby	MCs 14+	nearby	MCs

(3	arcmin	FWHM)
PICO	small	design

0	nearby	MCs 0	nearby	MCs 8	nearby	MCs



Goal	#3:	Resolve	cloud	field	structure	in	a	
large	sample	size	of	molecular	clouds

• Aim	is	to	look	at	magnetic	field	structure	and	large	scale	
turbulence	as	a	function	of	cloud	age,	mass,	SF	history,	
turbulent	line	widths,	etc…

The Astrophysical Journal, 799:29 (25pp), 2015 January 20 Ellsworth-Bowers et al.
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Figure 15. Face-on view of the Milky Way for sources with well-constrained
distance estimates (black circles), plotted atop an artist’s rendering of the Milky
Way (R. Hurt: NASA/JPL-Caltech/SSC) viewed from the north Galactic pole.
Yellow squares mark the locations of masers with trigonometric parallaxes
(Reid et al. 2014, Table 1). The image has been scaled to match the R0 used
for calculating kinematic distances. The outer dotted circle marks the solar
circle, and the inner dotted circle the tangent point as a function of longitude.
The dashed circle at Rgal = 4 kpc outlines the region influenced by the long
Galactic bar where the assumed flat rotation curve breaks down (Benjamin et al.
2005; Reid et al. 2014). Various suggested Galactic features are labeled. For
clarity, distance error bars are not shown.

undeveloped) self-consistent H i absorption prior DPDF may
solve this mystery.

Notwithstanding uncertainties in source location in Figure 15,
several prominent Galactic features begin to suggest themselves
based on the BGPS V2 distance catalog. The most significant
is the end of the Galactic bar near ℓ = 30◦ and the start
of the Scutum–Centaurus arm moving to smaller longitude.
Next is the general outline of the Sagittarius arm, visible
from (xgal, ygal) ≈ (−3, 3) kpc counterclockwise around to its

tangency near ℓ = 50◦. Portions of the Perseus arm are traceable
in the ℓ = 40◦–50◦ region and again in the outer Galaxy. Finally,
the BGPS detects 23 objects in the Outer arm beyond the solar
circle in the ℓ = 20◦–80◦ range, at a heliocentric distance of
≈10–15 kpc.

6.5.2. Vertical Distribution of Star Formation

In addition to the face-on map of the Milky Way, well-
constrained distance estimates permit study of the vertical dis-
tribution (z) of sources about the Galactic midplane (Figure 16).
The errors tabulated in the last column of Table 5 include con-
tributions from variations in z along the line of sight over the
range d⊙ ± σd and the ±5 km s−1 uncertainty in the solar offset
above the Galactic midplane (Jurić et al. 2008), added in quadra-
ture. The left panel depicts the histogram of z, which may be
fit by a Gaussian with a centroid at +9.2 ± 0.7 pc, a FWHM
of 65.3 ± 1.3 pc, and a reduced χ2

red = 1.8. The centroid being
at slight positive z should not be confused with a centroid at
slight positive Galactic latitude. In the middle panel, however,
it is apparent that the width and centroid of the distribution may
be slightly misleading owing to the nominal |b| ! 0.◦5 limit of
BGPS coverage. The cyan dashed lines in that panel mark this
limit at ℓ = 30◦ (these limits rotate to more positive values at
larger longitude owing to the Sun’s vertical displacement above
the z = 0 plane). In both the middle and right panels, red circles
mark BGPS sources in the outer Galaxy (ℓ > 90◦) where sur-
vey coverage was neither blind nor uniform, but rather focused
on known regions of star formation. The gray dot–dashed lines
mark the FWHM of the Galactic molecular layer (=120 pc;
Bronfman et al. 1988). The BGPS does not probe the full width
of the molecular layer until d⊙ " 6 kpc, whereas the bulk of the
distance catalog (≈76%) is closer than this point. The FWHM
of the distribution in the left panel, therefore, should be viewed
as a lower limit on the scale height of dense star-forming gas in
the Galactic plane (see Section 7.1 for a discussion of the ob-
servational effects of the BGPS on the derived vertical position
distribution). The rightmost panel in Figure 16 illustrates the
relationship between Galactocentric radius and vertical
position; the orange star marks the Sun’s location. Visible here
is a warp in the molecular disk beyond the solar circle.
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Figure 16. Vertical distribution of sources about the Galactic midplane. Left: histogram of z with Gaussian fit overplotted. Center: vertical position as a function of
heliocentric distance, with cyan dashed lines showing approximate boundaries of BGPS coverage (|b| ! 0.◦5) at ℓ = 30◦. Sources plotted in red are at ℓ > 90◦. The
gray dot–dashed lines mark the 60 pc scale height of molecular gas (Bronfman et al. 1988). Right: vertical position as a function of Galactocentric radius. Red sources
and gray dot–dashed lines as in the middle panel. The star marks the Sun’s location.
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Use	BGPS	sample	of	clouds	with	
well	characterized	kinematic	
distances	(49%),	typical	size	~10	pc

Ellsworth-Bowers et al.
(2015)

The Astrophysical Journal, 799:29 (25pp), 2015 January 20 Ellsworth-Bowers et al.
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Figure 14. Summary of source properties from Table 5. Top left: comparison of the Galactic longitude distributions for objects with well-constrained (black) vs.
unconstrained (cyan) distances, with the red histogram showing the distribution of spectroscopic observations of Shirley et al. (2013). The gray hashed regions mark
the longitude-projected kinematic avoidance zones (Section 3.2.2). Middle left: distributions of Galactic latitude for sources with well-constrained distance estimates at
ℓ ! 90◦. Colors represent near (black), far (blue), and tangent (red) KDA resolutions. Bottom left: as above, but showing the distributions of λ = 1.1 mm flux density.
Top right: distributions of PML for the entire kinematic sample (black) and sources with well-constrained distance estimates (gray). Middle right: heliocentric distance
distribution for the well-constrained subset. Bottom right: galactocentric radius distributions for the entire kinematic sample (black) and sources with well-constrained
distance estimates (gray).

distances are unambiguous for Rgal > R0, so all objects in the
kinematic sample beyond the solar circle have well-constrained
distance estimates. The marked gap at Rgal = 8.5–9.5 kpc is the
result of the only spiral feature (Perseus arm) within the BGPS
coverage region with appreciable gas in this Galactocentric ra-
dius range lying within a kinematic avoidance zone.

6.5. Galactocentric Positions

One important application of a large collection of well-
constrained distance estimates for molecular cloud structures
is the elucidation of Galactic structure in terms of the dense
molecular gas that hosts star formation. Galactocentric positions
may be derived using the (ℓ, b,d⊙ ) → (Rgal,φ, z) conversion
matrix from Appendix C of EB13, which accounts for the
≈25 pc vertical offset of the Sun above the Galactic midplane
(Humphreys & Larsen 1995; Jurić et al. 2008).

6.5.1. Face-on View of the Milky Way

The face-on map of the Milky Way from the north Galactic
pole is shown in Figure 15, with the maximum-likelihood
distance (or d for sources near dtan) for each well-constrained
source plotted atop an illustration of the Galaxy derived from
Spitzer near-infrared stellar data (R. Hurt: NASA/JPL-Caltech/
SSC), scaled to the R0 from Table 1. There are two key attributes
of this figure that bear mentioning. The first is the spread in
heliocentric distance of sources along any given line of sight

(most noticeable around ℓ = 30◦ and ℓ = 110◦). Error bars are
not shown in Figure 15 for clarity, but with a typical uncertainty
of ≈0.5 kpc, object positions within various complexes are self
consistent. In addition to the uncertainty inherent in the posterior
DPDF, deviant motions of the gas away from circular motion
around the Galactic center can offset vLSR and shift derived
distances away from their true position, thereby creating an
apparent dispersion along the line of sight and smoothing the
underlying structure.

The second notable attribute is the placement of BGPS objects
in regions of the background image that appear devoid of stars
in the model (i.e., ℓ ≈ 30◦ ± 10◦, or (xgal, ygal) ≈ (−4, 0) kpc).
There are two possible interpretations. The first is that the
background image is a “best guess” only, based on stellar
distributions from Spitzer data. Robust distance measurements
for molecular cloud clumps may well be telling a different
story of the locations of spiral arms and Galactic structure.
For example, Egusa et al. (2011) found a significant population
of molecular gas “downstream” of spiral arms in M51, nearly
spanning the interarm region and coincident with H ii regions
identified in near-infrared images. The second interpretation
is these are objects incorrectly placed at the far kinematic
distance by the set of prior DPDFs currently implemented.
In this case, it is likely that as the suite of data-driven prior
DPDFs grows, sources will shift away from these vacant regions
in the Spitzer model. The ≈80 BGPS sources in this area
are primarily associated with HRDS H ii regions; a (future,
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We	can	resolve	1pc	out	to:
1’	resolution	->	3.4	kpc (700	BGPS	sources)
2’	resolution	->	1.7	kpc (180	BGPS sources)
3’	resolution	->	1.4	kpc (60	BGPS	sources)



Polarization	Spectrum

Zeng	et	al.	2013



EPIC	vs.	PICO	Small	Trade	offs:	Molecular	Cloud	Studies

Nearby Clouds	Studies Distant	Cloud	Studies Polarization	Spectrum

Sensitivity Both	EPIC	and	PICO	Small	
designs	achieve required	
sensitivity

same	as	NCS PICO	small	has	better	
sensitivity	should	get	better	
measurements	of	the	
spectrum	in	the	cloud	
envelopes.

Resolution EPIC	can resolve	field	
structure	in	cores	and	
filaments,
PICO	small	cannot

EPIC: can	study	the	
magnetic	field	structure	in	
detail	for	a	few	thousand	
MCs
PICO	small:	can	study	the	
field	structure	for	a	few	
hundred	clouds

PICO small	can’t	study	the	
polarization	spectrum	of	
cores	and	filaments.



EPIC	Magnetic	Fields	in	Star	Formation	Trade-offs
Nearby Clouds	Studies Distant	Cloud	Studies Polarization	Spectrum

2x	better sensitivity could	better	resolve	
turbulence	in	AV<<1

same	as	NCS N/A

2x	worse	sensitivity probably require	beam	
smoothing	to	study	B-fields	
in	cloud	envelopes

same	as	NCS N/A

4x	worse	sensitivity definitely require	beam	
smoothing	to	study	B-fields	
in	cloud	envelopes

same	as	NCS N/A

2x worse	resolution	(2’) Can’t	resolve core	(0.05	pc)	
scales	for	any	nearby	clouds

Observe 500	clouds	at	1pc	
resolution,	instead	of	2500

Can’t	study	polarization	
spectrum of	starless	cores.

2x	better resolution	(0.5’) Resolve core	(0.05	pc)	scales	
for	Perseus,	Aquilla

Many	more	clouds Detailed	studies	polarization	
spectrum/efficiency of	
starless	cores.

max	555 GHz	band Can’t	resolve core	(0.05	pc)	
scales	for	any	nearby	clouds

Observe 2,000	clouds	at	1pc	
resolution,	instead	of	2500

Farther from	polarization
spectrum	minimum	at	~350	
microns



External	Galaxies



Studies	of	Magnetic	Fields	in	the	Diffuse	ISM

• Goal	characterize	the	magnetic	field	strength	and	magnetized	
turbulence	power	spectrum	for	the	diffuse	ISM.
• Sensitivity	Goal:	Detect	polarized	emission	from	diffuse	dust	at	all	
Galactic	latitudes.
• Resolution	Goal:
• At	least	match	the	resolution	of	GALFA-HI	survey	(4’)
• Want	to	resolve	scales	<0.1	pc	for	the	nearest	diffuse	clouds	(100pc).		This	
corresponds	to	angular	resolution	FWHM	<	3.4’



GALFA-HI Column Density Statistics
Susan Clark

Top: box-and-whisker plots of NHI binned in 10 degrees in Galactic latitude (first bin is 0-10 deg, and so forth) 
Bottom: all-sky column density image with latitude bin contours overlaid 

Data are from GALFA-HI DR2, just accepted and soon-to-be-public. 
Column density map is integrated over -90 to +90 km/s 
Stray radiation corrected by comparison with LAB 
FWHM=4’, sensitivity ~100 mK for a 1 km/s channel, velocity resolution 0.18 km/s

Minimum	Column	
Density	Target	
NH=5x1019 cm-2



Polarized	Dust	Properties	from	Planck:

A&A 596, A105 (2016)

Fig. 2. Planck D353 (same as in the left panel of Fig. 1) with the “drap-
ery” pattern, orthogonal to the polarization orientation, produced with
the LIC algorithm. The part of the sky at b < �60� has been highlighted
in colour in this figure.

p0 = pdust R is the e↵ective dust polarization fraction, which
combines the intrinsic polarization fraction of dust grains pdust
(the ratio between the polarization and average cross-sections
of dust, as defined in Planck Collaboration Int. XX 2015) and
R, the Rayleigh reduction factor (related to the degree of dust
grain alignment with the GMF; Greenberg 1968; Lee & Draine
1985). The factor R is equal to 1 for perfect grain alignment. The
factor F accounts for the depolarization due to variations of the
GMF orientation along the LOS and within the beam.

2.3. Polarization parameters of the southern Galactic cap

Planck Collaboration Int. XIX (2015) characterized the polar-
ized sky at 353 GHz at low and intermediate Galactic latitudes.
Now, with the maps released in early 2015 (Planck Collaboration
I 2016), we can extend this analysis to the high Galactic latitudes
of the southern sky. In this work, we focus on the region around
the south Galactic pole (Galactic latitude b < �60�), which is
well suited to study emission from dust in the di↵use ISM, and
directly relevant to study the dust foreground for CMB polariza-
tion.

We compute p and  from the Stokes parameters in Fig. 1
at a resolution of 1�. Because of the square of Q and U, and
the contribution from noise, p cannot be computed directly from
Eq. (1) at high Galactic latitudes where the Planck signal-to-
noise is low. A number of algorithms have been proposed (e.g.
Montier et al. 2015) to derive unbiased estimates of p; here, we
use the pMAS estimator presented in Plaszczynski et al. (2014).

Figure 2 shows a map of the Planck dust emission inten-
sity, D353, with the drapery pattern of  , rotated by ⇡/2, produced
with the linear integral convolution (LIC) algorithm (Cabral &
Leedom 1993) as in Planck Collaboration Int. XXXV (2016) and
Planck Collaboration I (2016). This map reveals a high degree of
order in  at b < �60� (blue region). Figure 3 shows the normal-
ized distributions of the polarization fraction from the pMAS un-
biased estimator, over the whole sky (in black) and at b < �60�
(in green). We also show the uncertainty on pMAS at high lat-
itude (green-shaded area) due to the error on the zero level of

Fig. 3. Normalized distributions of the polarization fraction from the
pMAS debiased estimator (see text). The black distribution shows pMAS
over the whole sky. The green distribution shows pMAS at b < �60�. The
green-shaded area represents the 1� error on pMAS at high latitude.

D353 as estimated by Planck Collaboration XI (2014). Both dis-
tributions indicate a wide range of pMAS values up to 25%. The
main di↵erence at low pMAS values is likely caused by depolar-
ization from LOS variations of the GMF orientation closer to the
Galactic plane (Planck Collaboration Int. XIX 2015).

How do we explain the high pMAS values and the observed
dispersion in the distribution? As we will show, the GMF struc-
ture in the solar neighbourhood is essential to consider when an-
swering this question.

3. Model framework

The polarization of thermal dust emission results from the
alignment of elongated grains with respect to the GMF (Stein
1966; Hildebrand 1988). Within the hypothesis that grain polar-
ization properties, including alignment, are homogeneous, the
structure of the dust polarization sky reflects the structure of
the GMF combined with that of matter. Throughout the pa-
per, we assume that this hypothesis applies to the di↵use ISM,
where radiative torques provide a mechanism to e�ciently align
grains (Dolginov & Mitrofanov 1976; Hoang & Lazarian 2014;
Andersson et al. 2015). Our data modelling focuses on the struc-
ture of the GMF. This section describes the model framework
(Sect. 3.1) and how we proceed to fit it to the data (Sect. 3.2).

3.1. Magnetic field modelling

We now introduce the framework we use to model the
GMF structure within the solar neighbourhood. The integral
equations of the Stokes I, Q and U parameters are recalled in
Appendix A.

We follow earlier works (e.g. Chandrasekhar & Fermi 1953;
Hildebrand et al. 2009), expressing the GMF (B) as the sum of
its mean (B0) and turbulent (Bt) components:

B = B0 + Bt. (3)

We introduce and discuss the assumptions we make about each
of these two components.

Our model aims at describing dust polarization towards the
southern Galactic cap at Galactic latitudes b  �60�. We focus
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Fig. A.1. Dust emissivity I⌫/NH i as a function of ecliptic latitude for
3000 GHz (lower left), 857 GHz (lower right), 545 GHz (upper left) and
353 GHz (upper right). Each point gives the average and standard devia-
tion (error bar) of all pixels in the corresponding bin in ecliptic latitude
(IRIS error bars omitted for clarity). These plots were obtained using
data smoothed to 1� and selecting pixels with NH i < 3 ⇥ 1020 cm�2.

site is http://www.sdss.org/. The SDSS is managed by the Astrophysical
Research Consortium for the Participating Institutions. The Participating
Institutions are the American Museum of Natural History, Astrophysical Institute
Potsdam, University of Basel, University of Cambridge, Case Western Reserve
University, University of Chicago, Drexel University, Fermilab, the Institute
for Advanced Study, the Japan Participation Group, Johns Hopkins University,
the Joint Institute for Nuclear Astrophysics, the Kavli Institute for Particle
Astrophysics and Cosmology, the Korean Scientist Group, the Chinese Academy
of Sciences (LAMOST), Los Alamos National Laboratory, the Max-Planck-
Institute for Astronomy (MPIA), the Max-Planck-Institute for Astrophysics
(MPA), New Mexico State University, Ohio State University, University of
Pittsburgh, University of Portsmouth, Princeton University, the United States
Naval Observatory, and the University of Washington. Some of the results in
this paper have been derived using the HEALPix package.

Appendix A: Zodiacal emission

A.1. Zodiacal emission correction at 100 µm

Zodiacal emission (ZE) is a component that is di�cult to remove
from the data as it is changing with sky position as well as time
of observation. A detailed model has been built to correct the
Planck maps for ZE (Planck Collaboration XIV 2014). For the
IRAS 100 µm map, as mentioned in Sect. 2.2, the IRIS and SFD
maps were not corrected for ZE in the same way. The impact of
the di↵erent ZE correction for these two maps can be appreciated
from Fig. A.1 where the dust emissivity I⌫/NH i is plotted for the
four frequencies, using data smoothed to 1� and selecting only
pixels with NH i < 3 ⇥ 1020 cm�2. In such a low column density
regime, the correlation between dust emission and H i column
density was shown to be tight (Fig. 5). Therefore, any system-
atic variation of I⌫/NH i, especially at low angular resolution, can
reveal emission from components other than H i, for example

the warm ionized medium (WIM) or residual ZE. To assess the
latter, in Fig. A.1 the emissivity is plotted as a function of eclip-
tic latitude. For the Planck frequencies the emissivity is almost
constant with ecliptic latitude, validating the Planck ZE removal.
The SFD data also show a constant emissivity, the exception be-
ing the IRIS map that shows a systematic increase toward the
ecliptic plane, indicative of residual ZE. This is why we imple-
mented the procedure described in Sect. 2.2.

A.2. Impact of zodiacal emission correction on dust
parameters

To evaluate the impact of the ZE on our analysis, we also com-
pared our results on fitting parameters with those of Planck
Collaboration Int. XVII (2014) for the same masked region that
they studied, an area of 7500 deg2 toward the south Galactic cap.
This check is useful because there is a fundamental di↵erence
between the two analyses. Here the dust SED is modelled us-
ing the observed specific intensity for each pixel independently;
results are therefore sensitive to uncertainties in the zero lev-
els of the maps. On the other hand, Planck Collaboration Int.
XVII (2014) correlated the dust maps with H i within regions
15� in diameter; they showed that their results are insensitive to
the zero level of the maps and to the ZE that is very uniform on
15� scales.

To further evaluate the impact of the ZE correction on our
analysis, we have explored di↵erent data configurations and
compared our results and those of Planck Collaboration Int.
XVII (2014) in the south Galactic pole area.

Given the lower-resolution results of Planck Collaboration
Int. XVII (2014), we used data smoothed to 600 on an Nside =
128 grid. The comparison was done using di↵erent combina-
tions of maps: IRIS or SFD at 100 µm (at such low resolu-
tion, SFD is equivalent to the combined IRIS+SFD map, see
Sect. 2.2) and maps with and without ZE removed for Planck.
To be compatible with Planck Collaboration Int. XVII (2014),
the fit was done using a fixed �obs = 1.65. The results we ob-
tained on Tobs and ⌧353/NH i for this south Galactic cap region
are compiled in Table A.1. The di↵erences in Tobs and ⌧353/NH i
between data configurations are limited, within the standard de-
viation observed over the region. They are especially small for
Tobs that shows variations of less than 5% between data config-
urations. The largest e↵ect is from the removal of the ZE in the
Planck data that reduces ⌧353 by 15%. The impact of the choice
of IRIS or SFD on ⌧353 is more limited; fitting the data with SFD
produces a ⌧353 about 3% higher than with IRIS. Nevertheless
and even though there is a general good spatial correlation be-
tween the maps of Tobs and ⌧353/NH i obtained with the two
methods, care should be taken in comparing them in greater de-
tail. Contrary to the results obtained using a fit of the observed
specific intensity, the results of Planck Collaboration Int. XVII
(2014) are not sensitive to dust emission associated with the
WIM that is not spatially correlated with H i and to the CIBAs.
In addition, Planck Collaboration Int. XVII (2014) showed that
in the southern Galactic cap area there are H i clouds at local
velocities that do not have associated dust emission. These ef-
fects produce spatial variations of Tobs and ⌧353/NH i computed
with the two methods. Even with these caveats, there is a good
agreement between the two analyses. In particular we note that
the data configuration combining Planck (ZE removed) together
with the SFD map at large scales (the equivalent of the 100 µm
map built in Eq. (1)) has h⌧353/NH ii, the closest to the values
found by Planck Collaboration Int. XVII (2014).
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High-latitude	dust	typically	higher	
polarization	levels	(green)	than	the	
all-sky	dust	emission	(black)	

Use	Planck	measurements	of	I/NH to	
calculate	target	map	depth	levels	

I⌫ / 8570
⇣ ⌫

GHz

⌘1.63
B⌫(9.75K) + 1.49

⇣ ⌫

GHz

⌘2.82
B⌫(15.7K)

Use	Planck	diffuse	dust	model	by	
Meisner &	Finkbeiner (2015)	to	
interpolate	I	to	the	EPIC/PICO	frequency	
bands.	



Sensitivity	Limits	for	high	latitude	(b>60	deg)	
for	EPIC	vs PICO	small

Freq lamda Resolution sigma_I I_ref p_min
[GHz] [microns] (arcmin) [MJy/Sr] [MJy/Sr] 3-sigma

107 2803.7 10 0.00010 0.0004 118%
129 2325.6 10 0.00014 0.0007 74%
155 1935.5 10 0.00019 0.0014 46%
186 1612.9 10 0.00036 0.0026 39%
223 1345.3 10 0.00067 0.0048 32%
267 1123.6 10 0.00126 0.0089 27%
321 934.6 10 0.00212 0.0164 21%
385 779.2 10 0.00347 0.0299 15%
462 649.4 10 0.00531 0.0539 11%
555 540.5 10 0.00757 0.0958 7%
666 450.5 10 0.01282 0.1655 6%
799 375.5 10 0.02744 0.2757 7%

How	polarized	would	the	dust	emission	need	to	be	for	a	>3	sigma	detection	of	NH =	5x1019 cm-2?

f	(GHz) lamda resolution sigma_I I_ref p_min
[microns] [arcmin] MJy/sr [MJy/Sr] 3-sigma

108 2777.8 24.9 0.00005 0.0004 68.3%
129 2325.6 25.6 0.00006 0.0007 46.0%
155 1935.5 21.3 0.00008 0.0014 33.3%
186 1612.9 12.8 0.00015 0.0026 34.0%
223 1345.3 10.7 0.00023 0.0048 29.1%
268 1119.4 10.0 0.00019 0.0090 12.4%
321 934.6 8.3 0.00026 0.0164 9.4%
385 779.2 8.6 0.00019 0.0299 3.8%
462 649.4 7.1 0.00022 0.0539 2.5%
555 540.5 4.3 0.00066 0.0958 4.1%
666 450.5 3.6 0.00064 0.1655 2.3%
799 375.5 3.0 0.00048 0.2757 1.0%

EPIC	design,	30	K	smoothed	to	10	arcmin	FWHM	 PICO	small	4K,	full	resolution



Diffuse	ISM- polarization	spectrum
Meisner &	Finkbeiner (ApJ,	798,88,	2015)	give	the	emission	as

I⌫ / 8570
⇣ ⌫

GHz

⌘1.63
B⌫(9.75K) + 1.49

⇣ ⌫

GHz

⌘2.82
B⌫(15.7K)

p =
p1 ⇥ 8570

�
⌫

GHz

�1.63
B⌫(9.75K) + p2 ⇥ 1.49

�
⌫

GHz

�2.82
B⌫(15.7K)

8570
�

⌫
GHz

�1.63
B⌫(9.75K) + 1.49

�
⌫

GHz

�2.82
B⌫(15.7K)

The	polarization	measured	is	presumably	due	to	alignment	in	the	cold	(p1)	and	warm	(p2)	
dust	components

The	goal	would	be	to	determine	p1	and	p2	from	measurements	of	the	polarization	
spectrum.



Simulations
• Simulate	an	ensemble	of	observations	given	sensitivities	in	each	
band.	Fit	for	p1,	p2	in	each	case	and	report	mean	standard	deviations	
for	each	parameter.		Take	as	target	0.5	MJy/sr diffuse	flux.

Each	point	is	simulated	1000	times	and	the	standard	deviation	is	plotted.



0.5	MJy sr Intensity- sensitivity	over	an	area	3	
arcmin wide

30 K	mission,	
all	channels

30	K	mission,	
no	799	GHz	

4	K	mission,
all	channels

4 K	mission,	
no	799	GHz

Sigma_p1 0.23 0.25 0.0075 0.011

Sigma_p2 0.4 0.5 0.0075 0.015



EPIC	vs.	PICO	Small	Trade	offs:	Diffuse	ISM	Studies

Nearby Clouds	Studies

Sensitivity EPIC	design	would	require smoothing	to	reach	required	sensitivity	
limits	for	b>	60	deg dust.

Resolution EPIC	would	have	better	resolution	for	molecular cloud	
observations,	but	would	require	smoothing	to	10	arcmins for	
highest	latitude	dust.
PICO	would	be	able	to	use	full	resolution	over	almost	all	the	sky.


